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Obesity is a serious problem in the world of health because it can
cause various diseases. Adults are prone to obesity. There are many
factors that are assumed to be risk factors for obesity in adults. There
is a need for identification to determine the risk factors for obesity in
adults so that prevention can be carried out. This research uses the
Decision Tree, Naive Bayes, and K-Nearest Neighbor algorithms to
identify risk factors for obesity in adults. 2111 is processed using the
Python programming language and applies these three algorithms.
The Decision Tree algorithm identifies Weight, Age, Gender,
MTRANS (primary mode of transportation), and SCC (monitors their
caloric intake) as the main risk factors for obesity in adults. Naive
Bayes and K-Nearest Neighbor provide similar results when
identifying risk factors for obesity in adults. Naive Bayes and K-
Nearest Neighbor identify Weight, Age, Gender, MTRANS (primary
mode of transportation), and Family History with Overweight as risk
factors for obesity in adults. This research also shows that the
Decision Tree algorithm produces higher accuracy than the Naive
Bayes and K-Nearest Neighbor algorithms in adult diabetes
classification models. The Decision Tree algorithm produces 94%

accuracy, K-Nearest Neighbor 80%, and Naive Bayes 60%.
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INTRODUCTION

Obesity has become a serious problem facing
the whole world including Indonesia is now an
emergency because it can cause a wide range of
diseases such as heart disease, diabetes, hypertension,
cancer, stroke and some other disorders. Obesity is
caused by overweight than normal weight, generally
due to excessive accumulation of triacyl glycerol in
fatty tissue (Toar et al., 2023). According to the WHO
and research Jiang et al that overweight or obesity is a
condition of abnormality or excess fat in individuals
that plays a role as one of the disease factors that
threaten a person's health(Sitanggang & Sherly, 2022).
According to Renew Bariatrics, data from the Centers
for Disease Control and Prevention (CDC) indicate that
by 2022 there are 22 states with a prevalence of obesity
among adults over 35%, while in Indonesia according
to the Central Statistical Agency (BPS) which

processes data from Health Ministry's Basic Health
Research (Kemenkes Riskdas) indicates that obesities
in 2018 the prevalency of the population over the age
of 18 including the adult category has increased by
21.80%, of which the data is likely to be a serious adult
problem that needs to be addressed immediately and to
be tried to reduce the rate of Obesity for the sake of
public health.Many factors that cause the Indonesian
population to suffer from obesity pose a high risk of
becoming the trigger of all diseases such as body mass
index (BMI), age, gender, genetic factors, biology,
diet, physical activity, certain medical problems and so
on. Previous research explains that there are several
factors that cause overweight (obesity) including
biological ~ factors,  development,  behavioral
environment and heredity (Alpiansah & Ramdhani,
2023). To suppress increased obesity in adults,
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classification algorithms are needed to identify risk
factors for obesities using machine learning. Machine
learning is part of artificial intelligence that works to
make computers have the ability to learn about new
data without having to be programmed (Asri et al.,
2024). Machine learning is the study of computational
methods to identify complex in millions of data to build
predictive models. The main focus of machine learning
is to build a computer application that can study data,
then create a model that is ready to use.

Different machine learning algorithms like
Gradient Boosting (GB), Bagging meta estimator
(BME), XB Boost (XGB), Random Forest (RF),
Support Vector Machine (SVM), and K-Nearest
Neighbor (KNN) are used in predicting risk obesity is
based on a person's physical description and eating
habits (Kaur et al., 2022). Prediction of obesity risk
using machine learning algorithms by collecting 367
data from various age groups with obesity or non-obese
classification based on blood test results using the
BayesNet, Naive Bayes, SMO, Simple Logistic, IBK,
Kstar, J48, Random Forest and Random Tree
Algorithms algorithms (Nur Cuhadar et al., 2023). K-
Nearest Neighbor (KNN) Classification Method to
determine the level of obesity based on eating habits
and fairly good physical condition (Dewi &
Dwidasmara, 2020). Predict obesity levels by
comparing machine learning algorithms (Random
Forest, Decision Tree, Logistic Regression, Naive
Bayes, KNN) and deep learning using datasets of
obesity level data in individuals from Mexico, Peru and
Colombia based on food habits and physical
condition(Setiyani et al., 2023) . The ability of machine
learning methods, namely Logistic Regression,
Classification and Regression Trees (CART) and
Naive Bayes to identify obesity status in adults based
on risk factors available in health datasets (Thamrin et
al., 2021a).

RESEARCH METHOD
This research uses experimental methods,
according to Winarni, which are systematic, thorough
and logical to control a condition(Akbar et al., 2023).
This research involves manipulating independent
variables to test their influence on dependent
variables by controlling other variable factors.
Overview of the stages of the research carried
out as follows:
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1. Data and Literature Collection

The study used a data set of obesity rates
based on a person's dietary habits and physical
condition. This data set is obtained from
https://www.kaggle.com where this dataset is a data set
from several countries such as Mexico, Peru and
Colombia. The data set consists of 17 attributes and
2111 data as shown in Figure 2.
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Figure 2. Sample Obesity Data Set

Of the 17 attributes available, one attribute
will be used as a label or target and 16 attributs are used
as parameters. The attribute to be used as a label is
NObeyesdad. This attribute contains a classification of
the body time index, which consists of Insufficient
Weight, Normal Weights, Overweight Level I,
Overheight Level 1I, Obesity Type I, obesity type I,
and obesities type Ill. The data distribution of each
body time index class of this data set is described in

figure 3 and figure 4 below.
Obeslty Classification count

Obesity_Type_| 351
Obesity_Type_lll 324
Obesity_Type_lI 297
Overweight_Level_| 290
Overweight_Level_Il 290

Normal_Weight 287

Insufficient_Weight 272

Figure 3. Amount of data on each class

Data Distribution in the Obesity Dataset

Obesity_Type_il

Normal_Weight

Figure 4. Data Distribution on Obesity Dataset
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In addition to datasets, literature in the form of
journals, books or internet references is required to
support and complement research themes.

2. Data Processing
The processing of datasets is divided into two: data
preprocessing and data transformation. Data
preprocesing by means of missing value verification,
data inconsistency verification and data mismatch
verification.

3. Data preprocessing

Data preprocessing is carried out with the aim of
improving the quality of the data and in accordance with
the classification methods used (Ramadhan & Mandala,
2023). Generally, data from https://www.kaggle.com can
be processed without preprocessing. However, in order
to ensure quality, the study performed several checks
including missing value checks, inconsistency data, and
mismatched data.

4. Checking Missing Value

Gender Age Height Vieight family_bstory with ovenveight FAVC FCVC NCP CAEC SWOKE CH0 SCC FAF TUE CALC WTRANS NObeye

0 Fase Fale Fase False Fake False False False False Fake Fake False False Fale False  False

1 False Fake Fase False False False False Fale Fase Foke False False False False False False

009 Fale Fake Fase False Fabe False False False False Fase Fale False False Fale False  False

210 Fase False Fase False Fabe False False False False Fase False False False Fase Fake  False

Figure 5. Missing Value Verification Result

From Figure 5 above, you can see that there is no
missing value.

5. Checking Incosistency Data

data.Gender. unique()
array([‘Female’, 'Male’], dtypesobject)
data.Age. unique()

array([21. 2

s J vee, 22.524036, 24.361936,
23,664789])

data. Height, unigue()

array([1.62 , 152 , 1.8 <., 1752286, 1.73945 , 1.738836])

Figure 6. Data Incosistency Verification Results

Results of data inconsistency checks in Figure 6
show that each column contains the corresponding
data.

6. Checking Data Mismatched

check_gender =
check_gender

data.applymap(lambda x: isinstance(x, (object))}['Gender']

[} True
1 True
2 True
3 True
4 True
2106 True
2107 True
2108 True
2109 True
110 True
Name: Gender, Length: 2111, dtype: bool

Figure 7. Data Verification Results Mismatched

Figure 7 shows the results of the verification data
mismatched on the gender and age columns where in
both the column, contains the data that corresponds to
the data type in that column.

7. Data Transformation

Data transformation is a stage in which data is
transformed and consolidated so that the data format is
in accordance with data mining needs.
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i 80h L Overweight_Level 1': 2, 'Overweight Level II': 3,
data['Nobeyesdad'] = data['NObeyesdad'].map{o}

‘Obesity_Type 1': 4, 'Obes.

Figure 8. Data Transformation Process

8. Modelling and Testing

Formation of classification models using Phyton
programming in data processing. Phyton is an
interactive, object-oriented programming language. It
supports a variety of programming standards beyond
object programming (Kumar et al., 2023). Data testing
with data training and data testing. Data training is a
process that forms a model based on a data set
(Kurniawan, 2020).

9. Split Dataset in Features and Target Variable

feature ool =
A = data[feature cols]
= data Wbeyesdad £ 1

Figure 9. Process Separating Datasets into Features
and Variables
Figure 9 above is a process of separating datasets
into features and variables, where the column
NObeyesdad is used as the target variable and the other
column as the features.

10. Split Dataset into Training Set and Test Set
# Split dotaset into training set and test set

K train, X test, y train, y test = train test split(Y, y, test sizet.3, randon states1) & 763 troining an 368 test

Figure 10. Process separating datasets into training
and testing data

In Figure 10, the data to be used is divided into two:
70% for data training and 30% for data testing, so that
1,478 data will be used for model coding and 633 data
for testing and validation.

11. Classification Algorithms

There are three classification algorithms to
predict adult obesity factors: K-Nearest Neighbor,
Decision Tree, and Naive Bayes. The K-nearest
neighbor (KNN)-algorithm forms a model not based on
mining data but using all the data and processing it
directly (Fajri et al., 2020). The KNN algorithm is
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excellent in handling noise, simple and easy to use for
data processing on a large scale (Okfalisa et al., 2017).
from sklearn.metrics import mean_squared_error

from math import sqrt

train_preds = knn_model.predict(X_train)

mse = mean_squared_error(y_train, train_preds)

rmse = sqrt(mse)
rmse

Figure 11. Model Formation with K-Nearest Neighbor
Method

Decision Tree is one of the most powerful and
best methods of data excavation in prediction and
classification, besides the decision tree embracing a
little pre-processing so that it easily controls
categorical features(Ferdowsy et al., 2021) (Ridwan,
2022).

# Create Decision Tree classifer object
clf = DecisionTreeClassifier()

# Train Decision Tree Classifer
clf = clf.fit(X_train,y_train)

#Predict the response for test dataset
y_pred = clf.predict(X_test)

Figure 12. Modelling with the Decision Tree Method

Naive Bayes is a method for predicting past
events and working with a characteristic assumption
used to estimate values not dependent on the values
being estimated, this algorithm for classifying a set of
statistical data to predict all possibilities of each
member of a class. (Amien et al., 2023) (Dirik, 2023).

from sklearn.naive_bayes import GaussianNg

# Build g Goussian Classifier
model = GaussianNB()

# Model training
model. fit(X_train, y_train)

s
redict (X_test)

Figure 13. Model Formation by Naive Bayes Method

12. Evaluate and Validation of Results

This classification model is validated using cross
validation, while the accuracy of the three methods,
both K-Nearest Neighbor, Decision Tree and Naive
Bayes, is measured using the Confusion Matrix. The
Confusion matrix supports in the quality evaluation of
the classification model and is represented by a matrix
that allows in visualization the performance of each
class of the predictive model, in addition it is useful to
measure accuracy and test the algorithms performance
level against the used datasets (Rodriguez et al.,
2021)(Thamrin et al., 2021b)

RESULT AND DISCUSSION

From modeling using the algorithms of Decision
Tree, Naive Bayes, and KNN, the results are as
follows:

1. Decision Tree

No. Feature Feature Score
3 Weight 9.909,08
1 Age | 390,41
0 Gender 231,91
15 |MTRANS | 14529
11 scC 88,00
4 Family History With Overweight 77.24
12 FAF | 56,05
8 CAEC 52,53
14 |cAlC | 4920
] FCVC 43,92
9 SMOKE 25,18
7 NCP | 21,54
5 FAVC | 20,88
13 TUE 16,22
10 CHz20 13,69
2 Height 0,70

Figure 14. Obesity Risk Factor Detection with
Decision Tree

Figure 14 shows that the 5 main risk factors
causing obesity in adults based on the decision tree
algorithm are Weight, Age, Gender, MTRANS, and
SCC.

Decision Tree Accuracy: @.9369885173501577

Confusion Matrix
I e

seeonw
cocendn
slussaa

on  recall fl-score  support

a.97 0.98 0.97 92
.89 0.36 0.87 77
.98 8.89 8.89 83
0.93 85
a.91 e.95 0.93 114
.96 0.95 9.96 85
.99 1.00 @.99 a2

awawnEe
£
®

ccccccc v 0.94 634
macro avg a.94 0.93 8.94 634
weighted avg 8.4 0.94 0.94 634

Figure 15. Confusion Matrix Decision Tree

The application of the Decision Tree algorithm to
this study obtained a 94% accuracy as seen in Figure
15.

2. Naive Bayes

No. Feature Feature Score
3 Weight 102.620,31
1 Age 415,53
0 Gender 228,13
15 MTRANS 154,98
4 family_history_with_overweight 83,46
1 SCC 78,64
8 CAEC 50,63
14 CALC 46,74
6 FCVC 43,98
12 FAF 41,35
7 NCP 25,50
13 TUE 24,21
5 FAVC 22,40
9 SMOKE 18,08
10 CH20 15,64
2 Height 0,80

Figure 16. Obesity Risk Factor Detection with Naive
Bayes

The results of detecting risk factors for obesity in
adults using the Naive Bayes algorithm show that
Weight, Age, Gender, MTRANS, and Family History
with Overweight are the 5 main risk factors for obesity
in adults as seen in Figure 16.
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Accuracy Naive Bayes : 0.6009463722397477

Confusion Matrix
[[57 6 5 1 4 @ @]
[25 37 16 513 @ 1]
5 927 741 0 0]
6 51264 5 0]
@ 2 47920 o]
e o 11375 o]
e 0 1 e 094]]
precision

PP O ®

recall fl-score support

e 0.66 e.78 0.71 73

1 0.64 0.41 .50 91

2 0.55 e.30 0.39 89

3 0.39 8.13 0.20 92

4 0.37 0.75 0.50 1e5

5 .75 0.84 8.79 89

6 0.99 0.99 0.99 95

accuracy 0.60 634
macro avg 0.62 0.60 0.58 634
weighted avg 0.62 0.60 0.58 634

Figure 17. Confusion Matrix Naeive Bayes

Figure 17 shows that the Naive Bayes algorithm
used in this study produces an accuracy of 60%.

3. K-Nearest Neighbor

No. Feature Feature Score

3 Weight 102.620,31
1 Age 415,53
0 Gender 228,13
15 MTRANS 154,98
4 family_history_with_overweight 83,46
11 SCC 78,64
8 CAEC 50,63
14 CALC 46,74
6 FCvC 43,98
12 FAF 41,35
7 NCP 25,50
13 TUE 24,21
5 FAVC 22,40
9 SMOKE 18,08
10 CH20 15,64
2 Height 0,80

Figure 18. Obesity Risk Factor Detection With K-
Nearest Neighbor

Like Naive Bayes, KNN also detects that Weight,
Age, Gender, MTRANS, and Family History with
Overweight are the main factors causing obesity in
adults. This is shown in Figure 18.

K-Nearest Neighbors Accuracy: ©.7965299684542587

Confusion Matrix
[[68 4 1 @ © @
[22 38 1112 7 1
[21065 4 7 1 8]
1
6

[ 4 3106211 1]
[1 @ 4 398 1]
[@ @ @ @ 188 0]
[ 1 @ @& @ ©94]]

precision recall fl-score support

e 0.71 0.93 0.80 73

1 9.68 0.42 08.52 91

2 e.71 8.73 8.72 89

3 0.77 0.67 0.72 92

4 9.78 0.86 .81 165

5 @.91 2.99 .95 89

6 .97 8.99 8.98 95

accuracy 0.80 634

macro avg 9.79 0.88 e.79 634

weighted avg @.79 .80 e.79 634

Figure 19. Confusion Matrix K-Nearest Neighbor

The accuracy result of using the K-Nearest
Neighbor algorithm on obesity datasets is shown in
Figure 19, where this algorytm produces an accurate
80%.

This research uses accuracy, precision, recall, and
F-1 to evaluate the results of the three methods. The
results of research using the K-Nearest Neighbor
algorithm, Decision Tree, Naive Bayes, show that the
Decision Tree algorithm is the most accurate
algorithm, with an accuracy of 93.60%, precision
99.00%, recall 100.00%, and F-1 99.00%. In second
place is the K-Nearest Neighbor algorithm with an
accuracy of 79.60%, precision 97.00%, recall 99.00%,
and F-1 98.00%, while the Naive Bayes algorithm is in
third place with an accuracy of 60.00%. precision of
99.00%, recall of 99.00%, and F-1 of 99.00%. The
comparison results between the K-Nearest Neighbor,
Decision Tree, Naive Bayes methods are in Table 1 and
visualized the graph in Figure 20.

Table 1. Comparison of Classification Results

Algorithm Accuracy Precision Recalls F-1
g (%) (%) %) (%)

K-Nearest

Neighbor 79,6 97 99 98

Decision

Tree 93,6 99 100 99

Naive 60 99 99 99

Bayes

Comparison of Classification Results

120

00

)

Recalls (%) F-1(%;

=
=]

@
3

5
S

n
S

Accuracy (%) Precision (%)

WK-Nearest Neighbor W DecisionTree W Naive Bayes

Figure 20. Comparison Graph of Classification
Results.

Accuracy (%) Comparison Graph of K-Nearest
Neighbor, Decision Tree, and Naive Bayes

Accuracy (%)
o

K-Nearest Neighbor Decision Tree Naive Bayes

Figure 21. Accuracy (%) Comparison Graph of K-
Nearest Neighbor, Decision Tree, and Naive Bayes
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Figure 21 shows a quite significant difference in
accuracy, so it is clear that the accuracy of the Decision
Tree is far superior to the other two algorithms.

Precision (%) Comparison Graph of K-Nearest
Neighbor, Decision Tree, and Naive Bayes

99,5

g
o .

a5
K-Nearest Neighbor

DecisionTree Naive Bayes

Figure 22. Precision (%) Comparison Graph of K-
Nearest Neighbor, Decision Tree, and Naive Bayes

In Figure 22 it can be seen that the Decision Tree
and Naive Bayes algorithms have the same high
precision, 99%, its means that both algorithms
succeeded in predicting 86% of the data correctly. This
is different from the K-Nearest Neighbor algorithm
which has a precision of 97%.

Recalls (%) Comparison Graph of K-Nearest
Neighbor, Decision Tree, and Naive Bayes

100,2

100
99,8
__ 99,6
. 994
T 992
= 99
98,8
98,6
98,4

K-Nearest Neighbor Decision Tree Naive Bayes

Axis Title

Figure 23. Recall (%) Comparison Graph of K-
Nearest Neighbor, Decision Tree, and Naive Bayes

Figure 23 displays the recall outcomes forthe
three algorithms utilized in this study, with Decision
Tree algorithm has the greatest recall value (100.00%),
followed by Nearest Neighbor, Decision Tree and
Naive Bayes which have recall 99.00%. Recall shows
how much the algorithm succeeds in predicting data
that is labeled obesity.

F-1 (%) Comparison Graph of K-Nearest Neighbor,
Decision Tree, and Naive Bayes

99,2

99
98,8
98,6
'_' 98,4
7982
98
97,8
97,6
97,4

K-Nearest Neighbor Decision Tree Naive Bayes

Axis Title

Figure 24. F-1 (%) Comparison Graph of K-Nearest
Neighbor, Decision Tree, and Naive Bayes

Figure 24, both Decision Tree, and Naive Bayes
both have an F1-Score of 99.00%, while the F1-Score
of K-Nearest Neighbor is 98.00%.
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Figure 25. Model Shape Generated by Decision Tree
Algorithm

CONCLUSION

This study compared the three algorithms K-
Nearest Neighbor, Decision Tree, Naive Bayes, which
are widely used in the process of classification of data.
The comparison results of the classification process
obtained the highest accuracy of the three of these
algoritms in a row: the decision tree algorytm with the
greatest accuratity of 93.6%, K-nearest neighbor with
the accuration of 79.6% and Nalva Bayes with the
precision of 60% so that it could be concluded in the
prediction of the risk of obesity in adult populations
from the comparison of the third of the algorithms that
decision tree has high interpretability and is able to
work optimally so that gives accurate results. Based on
a model made with the Decision Tree algorithm, it can
be seen that the five (5) biggest risk factors for obesity
in adults are weight, gender, age, family with a history
of obese, and frequent consumption of high-calorie
foods.
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